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1987; Newell, 1980, 1982; Pylyshyn, 1980, 1984a, b). In contrast, Connec-

understanding cognition involves operations on symbols (see Fodor 1976,

ers; only to the basic idea that the kind of computing that is relevant to

ns of tnese macnines

exemnlified in Turing's original formulatien or in tynicalcommercial comput.

mina Jerived from the structure of Turing and Von Neumann machines.
Theu are not of oorogommittad to tho dotoilo of t

Classical cognitive science that it seeks to replace. Classical models of the

realiy does represent an approach that is quite different from that of the

When taken as a way of modeling cognitive architecture, Connectionism

rushed to embrace "the Connectionist alternative"

y a

psychoiogy and current "information processing" models of the mind has

desiradle) Dut aiso igorous and matnem
note 2 A Imost

(see, nowever,
eлeone who is discontent rith contemрora nitivo

tive scientists who view the approach as not only anti-establishment (and
(e.g., Lakoff, 1986), and so on and on. It also appeals to many young cogni-

paid enough attention to stochastic mechanisms or to "holistic" mechanisms

(e.g., Kosslyn & Hatfield, 1984), or who think that cognitive science has not

of the mind (including the part inyolved in using imagery) is not discrete

tuon can oniy be unq f we study it as neurosclence (e.g., AroI0, 1915
Seinoyski 1081) It is also attractive to psuchologists who think that much

80), while on the biological side it appeals to those who believe that cogni-
107

must be replaced by radically new parallel machines (Fahlman & Hinton,
tionism appeals to theorists who think that serial machines are too weak and

(e.g., Dreyfus & Dreyfus, in press). On the computer science side, Connec-

gy is bankrupt because it doesn't address issues of intentionality or meaning

cmanU, 19OU,

with nearly the onnosile persnective who think that computational psycholo.

beliets) mislead psycnologists into taking the computational approach (e.g.,
D Chusnelond 1091. DS Cklond 1096. Domnott 109umd te +hon

scientific intentional or semantic notions of folk psychology (like goals and
nism gives solace both to philosophers who think that relying on the pseudo-

The fan club includes the most unlikely collection of people. Connectio-

tionism as the "new wave" of Cognitive Science.)

examnle of this and for further evidence of the tendency to view Connec-

A new  theory). 1 aiso, in ly, descriptions or tne emergence or
ConpectioninKuhoion "paradiam chift" (See Schneider 1087 for a

example is the article in the May issue of Science 8o, called "How we think:

wave of theorizing as a breakthrough in understanding the mind (a typical
new books nearly every day, and the popular science press hails this new

Connectionist or PDP models are catching on. There are conferences and

1trad:etion



by referring either to units or to aggregate of units.

indifferently to either single unit codes or aggregate distributed codes,
tk dictimotiom ie relaynnt to our dirrmsi

refer to tee odes

explict mark ibe differeace

localist (or c versuS DSIU

of little consequence for our purposes, for reasons that we give later. For simplicity, when we wish to refer

by many people working on Connectionist models. Although Connectionists debate the relative nenits of
id ocaatetionr fe a Eald 16) the dntinctie кl wrally

the world (1.e., the so-calued locaust net

of units does the encoding (the so called 'distributed representation networks) is considered to be important

'The difference between Connectionist networks in which the state of a single unit encodes properties of
of sties of sm entire nounlation

Connectionist networks have been analysed extensivelyin some cases

ut snare a galaxy oi
the characterization of these commitments helow

Neumann machine) is thus apphed to a ramny о теспanmsus nat dte
detcit ut a glor of orohitaturel commitmaate We chall rehirn t

tion" The term 'Connectionist model (like Turing Machine or van

among the ways of achieving what Connectionist call "distributed representa-

states of entire populations of units. Such "coarse coding" techniques are

tionist architecture, environmental properties are encoded by the pattern of

These are called "vabue nnits" (Ballard. 1986). In some versions of Connec-

times assumed to respond to range of co
ouoc ond are coid to hawe a cartain "recentiue field" in narameter snae

may be connected to outside environments. In this case the units are some-

for determining the level of activity or the state of a unit. Moreover, units
ble. For example, Connectionist models often have stochastic mechanisms

Numerous elaborations of this basic Connectionist architecture are possi-

serve as its only form of memory

es. Ine bena

state of activation of the

LUnCПОП oI mC

whichuits and of the weiahts ca its connections

an input line is typically some non-linear function of the state of activity

ΙΟ

intrinsic (but modifiable) property called its "weight". Hence the activity on
connection is allowed to modulate the activity it transmits as a function of an

their state as a function (usually a threshold function) of this sum. Each

ipput lines. Typically the units do little more than sum this activity and change

receive real.valued activity (either excitatory or inhihitory or hoth) along its

simple out nignly interconnected unins. Certain assumpnons are generalшy
modo both pbout the unite ond the connetionc: Enoh unit is osrumed ta

Connectionist systems are networks consisting of very large numbers of

tion.
unlike what goes on when conventional machines are computing some func-

sions. The style of processing carried out in such models is thus strikingly

storing. retrieving. or otherwise onerating on structured symholic exnres-

tionists pronose to desion systems ti elligent hehavior withont
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d and explored by implementing them on computers and subjecting them to empirical trials to see what 
they will do. As a consequence, although there is a great deal of mathematical work within the tradition, one 
has very little idea what various Connectionist networks and mechanisms are good for in general. 
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regularities at the "sub-symbolic level" of analysis, it turns out that sub-sym-

Similarly, though Smolensky (1988, p. 2) takes Connectionism to articulate

els are 6'... stronglv committed to the study of renresentation and nrocese"

uon emerging rom tne suosym-
bolic'. Thus. Rumelbart and McClelland (19862 121 ingist that RDR mmod

pracuce, and Representationalism is generaliy endorsed by the very
theorists who also lite the iden of ooit

is is misleading: Connectionist modeling is consistently Representationalist

that are "sub-symbolic"-and therefore presumably not representational. But

particular. there is a lot of talk in the Connectionist literature about processes

able in favor of a more precise and biologicallv-motivated level of theory. In

appea to vaс

tween Representationalism and the claim that the "cognitive level" is disnens

There are to be sure times uhen Connectionic

G is a
corwex Y G hidderm G showine

convex

3 C

with permission of the publisher, Ablex Publishing Corporetion.)

the Necker cube. (Reproduced from Feldman and Ballard. 1982. n. 221

Figur 1 A Cannectionist ngtwork model illustratina tha two stable ranresantations of

Rode anP Z uok
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stulating a level of representations with a semantic 4 
. This is an extraordinary view considering the extent to 

h feature analyses in every area of psychology from phonetics 
In fact, the question whether there are ‘sub-conceptual’ features is nemd 

r cognitive architecture is Classical or Connectionist. 



10 LA. Fodor and Z. 

‘Sometimes, however, even resentationalists fail to a preciate that it is rep~~se~t~tion that distinguishes 
non~ogniiive levels. us, for example, although Smolensky (1988) is 

official answer to the question “ hat distinguishes those dynamical syste 
from those that are not?” makes the mis;ake of appealing to complexity rather than intentionality: “A river 
. . . fails to be a cognitive dynamical system only because it cannot satisfy a large range of goals under a !cFge 

s.” But, of course, that pends on how you individlrate goals atid conditinns; the river that 
sea wants first to get If way to the sea, and then to get hari way more, . . . , and so on; 

quite a lot of goals all told. e real point, of course, is that states that represent goals play a role in the 
etiology of the behaviors of people but not in the etiology of the ‘behavior’ of rivers. 

.Tbat rlsccirnl :~-~hitm-tnwc ran hp imnlrm~mtd in ~~WC&S is neat d&pu@d hy Conncctionists; see for . _I_UY.W.s_ .a..wai.*w-*.m.__ __I. - - _e’_r_‘--’ _.-__ - 
example Rumelhart and McClelland (1986a, p. 118): l ‘.. . one can make an arbitrary computational machine 
out of linear threshold units, including, for example, a machine that can carry out all the cperations necessary 
for implementing a Turing machine; the one limitation is that real biological systems cannot be Turing 
machines because they have finite hardware.“. 
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q’ --. 

.ere IS a different idea, freque ntly encountered in the Connectionist literature, that this one is easily 
confused with: viz., that the distinction between TG~~.__ -~~~~tarities and exceptions is merely stochastic (what makes 
‘l_F?nnr’ _m -- ..Wi.P dII iiicpia; ‘-+---.~r past tense is just that the more frqutvrt construction is the one exhibited by ‘walked’). It 
seems obvious that if this claim is correct it can be readily assimilated to Classical architecture (see Section 4). 



, 

. ---__ 

so we shall adopt one or the other as convcnicnt. 
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tational states and tulating representa- 
p postulate symboh 



lyshyn 

mapping in this case might 
where the function B 

specifies the physica! relation that holds &etween phys 
to physically encode, (or ‘instantiate’) the relation tha 
hand. and the expressions P&Q on the other. 

In using this rule for the example above P and Q would have the values ‘A&B’ and C’ respectively, so 
that the mapping rule would have to be applied twice to pick the relevant physical structures. In 
mapping recursively in this way we ensure that the relation between the expressions ‘A’ and 
composite expression ‘A&B’, is encoded in terms of a physical relation between constituent states that is 
identical (or functionally equivalent) to the physical relation used to encode the relation between expressions 
*A&B’ and C’, and their composite expression ‘(A&B)&C’. This type of mapping is weil known because of 
its USC in Tat-ski’s definition of an interpretation of a language in a model.. The idea of a mapping from symbolic 
expressions to a structure of physical states is discussed in Pylyshyn (1984a, pp. 54-69). where it is referred 
to as an ‘instantiation function’ and in Stabler (198s). where it is called a ‘realization mapping’. 
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. 

2 is excited; see 

“?‘his illustration has not anv particular Connectionist model in mind, though the caricature presented is, 
in fact, a simplified version of tie Ballard (1987) Conncctionist theorem proving system (which actually uses 

ore restricted proof procedure based on the mdjicariort of Horn ciauscs). To sunpiiiy the cxpcisiiio~. VW 
assume a *localist‘ approach, in which each semantically intcrprctcd node corresponds to a single Connectionist 
unit; but nothing rclcvant to this discussion is changed if thcsc nodes actually consist of patterns over a cluster 
of units. 



we 2. e&o 

“This makes the “compositionality” of data structws a defining pro rty of Classical architecture. 
of course, it leaves open the question of the dcgrcc to which narurul languages (like ~Engtkh) are also camp 
Si!iOfiSL 
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symbol tokens (c.g., tokened data structures) 
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as holding among representational states is, by nition, within the ‘cognitive 
that relations that are ‘within-level’ by this mite can count as ?xtweear-levet’ 

revent hierarchies of levels of represen- 



a 
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‘-?he primary use that Connectionists make of microfeatures is in their accounts of generaiization and 

abstraction (see, for example. inton, McClelland, & Rumelhart, 1986). Roughly, you get generalization by 
using overlap of microfeatures to define a similarity space, and you get abstraction by making the vectors that 

d to types be subvectors of the ones that correspond to their tokens. Similar proposals have quite a 
ory in traditional Empiricist analysis; and have been roundly criticized over the centuries. (For a 

discussion of abstractionism see Geach, 1957; that similarity is a primitive relation-hence not reducible to 
partial identity of feature sets-was, of course, a main tenet of Gestalt psychology, as well as more recent 

roaches based on “prototypes”). The treatment of microfeatures in e Connectionist literature would 

appear to be very close to early proposals by Katz and Fodor (1963) and atz and Postal (1964) where both 

the idea of a feature an&ysis of concepts and the idea that relations of semantical containment among concepts 
should be identified with set-theoretic relations among feature arrays are explicitly endorsed. 



As
we understand it, the proposal really has two parts: On the one hand,

you were to take them seriouslv.

probabiy not wa ed nere. Bn1

it's worth a word to make clear what sorf of trouble you would get into if

marked, these sorts of ideas aren't elaborated in the Con-
nectionist literature detailed dicouecion ie proboblu not

treatment is proposed in somewhat different terms.
Sinc

Rumelhart & Hinton, 1986, р. 82-85, where what appears to be the same
chies using set intersection as the composition rule." See also, McClelland,

identity and a role [by the use of which] we can implement part-whole hierar.

ton, 1987 of "role-specific descrintors that represent the coniunction of an

ect that occurs in the set
{Mary-subiect. loves lohn.obiect) (See for example the dicoussion in H

one) between
lover. ru obioot nd th

the feature Mary-object' that occurs in the set {John-subject;

syntactic analysis, and there is no structural relation (except the orthographic
status is analogous to 'has-a-handle'. In particular, they have no internal

the labels of units; that is, they are atomic (i.e., micro-) features, whose

+loves; +Mary-object), Here 'John-subiect' 'Mary-obiect' and the like are

n co

belief that Tonn loves Mary might he the feature vector +lohn.suhiects

ally get co by constituent structure represented by units belonging to
there cets So for avomplo tho montol rom

actually be viewed as just sets of units, with the role relations that tradition-

to time: viz., that what are traditionally treated as complex symbols should

of real-constituency. There is, however, a proposal that comes up from time

literature to deal with the syntactic and semantical issues raised by relations

So far as we know there are no worked out attemots in the Connectionist

expressions aUD expressions
tween atomic sumbols and compiey sumbols

syntactic

really is very important not to confuse the semantic distinction between primi-

handle' and CUP and the like are defined in terms of these primitives. It

and for systems in which the semantic primitives are things like '+ has-a-

it arises both for systems in which you have CUP as semantically primitive,

has real-constituency is independent of the question of microfeature analysis:

language winien contams Don cup ie as at pred
This point is worth stressing The question whether a representational sustem

can hold in a language where all the symbols are syntactically atomic; e.g.,
lom ubiok aontoing hoth 'umond bog n hondloo

both atomic symbols and complex ones. By contrast, the definition relation
symbols enter into real-constituency relations that natural languages have

'Mary' is literally a part of the symbol 'John loves Mary'. It is because their

Real constituency does have to do with parts and wholes: the symbol

tilaln

'is a bachelor

thon tho Enolich phroce ic n unmorriad mon' is nort of the Fnalich ohrogo
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pending to these. 
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~tcd~ rerrescntations of concepts, theories that acknowl 
tions 0 ts of reprcscntations of concepts togefk wilh 
among representatioms. 

complex symbols define semantic interpreta- 
ficalions of the cons$iticency relations that hoid 
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Ge a natural map to connectionist modeling.” (p. 7). It is, however, hard to understand the implied contrast 
since, on the one hand, evidential logic must surely be a fairly conservative extension of “the symbolic logic 
of conventional computing’* (i.e., most of the theorems of the latter have to come out true in the former) and, 
on the other,, there is not the slightest reason to doubt that an evidential logic would ‘run’ on a Classical 
machine. Prima facie, the problem about evidential logic isn’t that we’ve got one that we don’t know how to 
implement; it’s that we haven’t got one. 
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_ 

“Compare the “little s’s” “little “mediational” Associationists liks Charles osgood. 
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model as a species of analog machine constructed to realize a certain function. 
The inputs to the function are (i) a specification of the connectedness of the 
machine (of which nodes are connected to which)~ (ii) a specification of the 
weights along the connections; (iii) a specification of the values of a variety 
of idiosyncratic parameters of the nodes (e.g., intrinsic thresholds; time since 
last firing, etc.) (iv) a specification of a pattern of excitation over the input 
nodes. The output of the function is a specification of a pattern of excitation 
over the output nodes; intuitively, the machine chooses the output pattern 
that is most highly associated to its input. 

Much of the mathematical sophistication of Connectionist theorizing has 
been devoted to devising analog solutions to this problem of finding a 'most 
highly associated' output corresponding to an arbitrary input; but, once again. 
the details needn't concern us. What is important, for our purposes, is 
another property that Connectionist theories share with other forms of As­
sociationism. In traditional Associationism, the probability that one Idea will 
elicit another is sensitive to the strength of the association between them 
(including 'mediating' associations, if any). And the strength of this associa­
tion is in turn sensitive to the extent to which the Ideas have previously been 
correlated. Associative strength was not, however, presumed to be sensitive 
to features of the content or the structure of representations per se. Similarly, 
in Connectionist models, the selection of an output corresponding to a given 
input is a function of properties of the paths that connect them (including the 
weights, the states of intermediate units, etc.). And the weights, in turn, are 
a function of the statistical properties of events in the environment (or of 
relations between patterns of events in the environment and implicit 'predic­
tions' made by the network, etc.). But the syntactic/semantic structure of the 
representation of an input is not presumed to be a factor in determining the 
selection of a corresponding output since, as we have seen, syntactic/semantic 
structure is not defined for the sorts of representations that Connectionist 
models acknowledge. 

To summarize: Classical and Connectionist theories disagree about the 
nature of mental representation; for the former, but not for the latter, mental 
representations characteristically exhibit a combinatorial constituent struc­
ture and a combinatorial semantics. Classical and Connectionist theories also 
disagree about the nature of mental processes; for the former, but not for 
the latter, mental processes are characteristically sensitive to the combinator­
ial structure of the representations on which they operate. 

We take it that these two issues define the present dispute about the nature 
of cognitive architecture. \Ve now propose to argue that the Connectionists 
are on the wrong side of both. 
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3. ctivity 

- -. _ _ _.__.- 

**This way of putting th e p roductivity argument is most closely identified with Chomsky (e.g., Chomsky, 
owever, one does not have to rest the argument upon a basic assum$ion of infinite generative 

capacity. Infinite generative capacity can be vicwcd, instead, as a consequence or a corollary of theories 
formulated so as to capture the grcatcst number of generalizations with the fewest indcpendcnt principles. 
This more neutral approach is, in fact, very much in the spirit of what we shall propose below. We are putting 
it in the present form for expository and historical reasons. 



available memory can be affected without changing the computational structure

the length of the tape is not fixed in advance. changes in the amount of

II WICII tICIC IS a luictiomaI aisLIII

between memory and program In a system such as a Turing machine where

Classical tneories able to accommodate these sorts of considerations

because theл оззиme orohiteoturac in ubioh thoro ioo funotionel dictinotionl

sources.

between the available knowledge base and the available computational re-

that the character of the subject's performance is determined by interactions
sents-his language. But this treatment is available only on the assumption

memory and attention rather than what he knows about-or how he repre-

n, or suppiying pencu and paper. very natura
to treat such maninulations as affecting the transient state of the sneaker's

hearer's pertormance can often be improved by relaxing time constraints,

sums. Among these considerations are, for example, the fact that a speaker/

way that ones knowledge of addition supports an unbounded number of

ones language supports an unbounded productive capacity in much the same

suggest that. despite de facto constraints on performance, ones knowledge of

y can uter o dlld 101e aln a

number of sentence tokens But there are a numher of considerations which

tokens of more than a finite number of sentence types; this is a trivial conse

200 0f tha foat thot mohoduttos rundoretond moro thon o fioito

goes without saying that no one does, or could, in fact utter or understand
principle to generate (/understand) an unbounded number of sentences. It
edge underlying linguistic competence is generative-i.e., that it allows us in

Chomsky (1968) who has claimed (convincingly, in our view) that the knowl-

ty nav

in connection with linguistic competence They are familiar from the work of

the system (or person) orings to bear on tne probiem at any given mo ent.

The emniricol orauments for prodotivity hove hean made most freauentiu

for solving a computational problem from such factors as the resources that
capacity forces the theorist to separate the finite specification of a method
ciently large demands on memory. The idealization to unbounded productive

unreasonable in practical terms even for soiving finite tasks that place suffi-

(such as storing all the pairs that define a function): tricks that would be

From a metnodological perspecive, ine least tnat can de sarc ror assnuug
productivity is that it prechudes solutions that rest on inappropriate tricks

considerations in tavor of the latter view.
lngt thot o anid fos

sicists have traditionally offered a mixture of methodological and empirical

the interaction of an unbounded competence with resource constraints. Clas-
justified, or whether you think that finite performance is typically a result of

er vou believe that the inference from finite performance to finite capacity is

productive capacities whether you accent the idealization denends on wheth-

thora gon be no a priori areuments for lor against) idealizina to

34 J.A. Fodor and
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awamoto (19 iscuss this sort of recursion krietly. Their su stion seems to be that 

doesn’t really require rccovcring their recursive structure: “... the job of the parss 



iG%h respect to right-recursive sentences) is to it out phrases in a way that captures their locad context. Such 
prove sufficient to aiiow to reconstruct the correct bindi 
ases to nearby notms and v~‘rbs” (p. 324; emphasis ours). 

the case that al: e semantically relevant grammatical relations in readily intelligible embedded sentences 
are local in surface structure. Consider: ’ cre did the man who owns the cat that chased the rat that 
frightened the girl say that he was going to move to (X)?’ or ar did the girl that the children loved to listen 
to promise your friends that she would read (X) to them?’ in such examples, a 
(italicized) can be arbitrarily displaced from the position whose ation it controls 
makmg the sentence particularly difficult to understand. Notice too the ‘semantics’ csn’t dctcrmine the 
binding relations in cithct cxamplc. 
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*‘See Pinker (~984. Chapter 4) for evidence that children never go through a stage in which they distinguish 
between the intcrual structures of N s depending on whether they arc in subject or object position; i.e., the 
dialects that children speak are alway* n**.. 
these positions. 

J jYJtcmatic with :cs*~w~ ter the sytiiaciic structures thai CBfi appear in 
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‘“lt may be worth emphasizing that the structural complexity of a mental representation is not the same 
thing as, and dots not follow from, the structural comp!cxity of its propositional content (ix., of what WC?; 
calling “the thought that one has”). Thus, Conncctionists and Classicists can agree to agree that the tlroqltt 
tht P&Q is complex (z!nd has the thought that P among its pacts) while agreeing to disagree about whcthcr 
mental rcprcscntations have internal syntactic structuyc* 



2 ese considerations throw further light on a proposal we discussed in Section 2. Suppose that the mental 
representation corresponding to the thought that John loves the girl is the feature vector {+John-subjecf; 
+loves; +rhe-girr’objectl\ where ‘.Iohn-subject’ and ‘the-girl-object’ are atomic features; as such, they bear no 
more structural relation to ‘John-object’ and ‘the-girl-subject’ than they do to one another or to, say, ‘has-a- 
handle’. Since this theory recognizes no structural relation between ‘John-subjecr’ and ‘.?ohn-object’, f: ofkrs 
30 reason why a repre=efiia*Le*! .~-a-*-- C.“‘,6a‘ 3~31E111 ia,clc F’“’ .-we ____ *ha* *rr~t~pc the means to express one of these concepts should also 
provide the means to express the other. This treatment of role relatibns thus makes a mystery of the (pre- 
sumed) fact that anybody who can entertain the thought that John loves the girl can also entertain the thought 
that the girl loves John (and, mutatis mutandis, that any natural language th-t Q. can express the proposition 
that John loves the girl can also express the proposition that the girl loves John). This consequence of the 
proposal that role relations be handled “y “role specific descriptors that represent the conjunction of an 
identity and a role” (Ninton, 1987) offers a particularly clear cxamplc of how failure to postulate internal 
structure in rcprcscntations leads to failure to capture the systcmaticity of rcprcsentationtrl systems. 
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2%fc arc indcbtcd to Stew inker for this point. 
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1, wilah sy

made
of gluons or that Washington was the first President of America.

So thon uhot umime

to learn the square/triangle facts implied being able to learn that quarks are
square is above the triangle; whereas it would be very surprising if being able

that the triangle is above the square implies being able to learn that the

generally semantically related too, It's no surprise that being able to learn

systematically related thoughts (iust like systematically related sentences) are

assume inat animal tnougnt is largely systematic: tne organism that can per-
ceive (hence learn) that aRh can generallu percвце (leorn) thot bRa But

ment isn't much different from the one that we've just run through. We
Finally, what about the compositionality of infraverbal thought? The argu-

hearers.

evidence for the compositionality of the representational states of speaker/

this chain of argument. evidence for the compositionality of sentences is

why these systematically related thoughts are also semantically related So by

explain why these thougnts are systematically related; and, to the extent
that the samantic ualua of thara parte is contari indanandant that would arplain

resentation that corresponds to the thought that the girl loves John. That

loves the girl contains, as its parts, the same constituents as the mental rep-

be that the mental representation that corresponds to the thought that John

have internal structure, just the way that sentences do. In particular, it must

from the discussion of the linguistic material. Mental representations must

Calry wlat account of meltal oi

tation would haye this consequence? The answer is iust what you'd exnect

ability to be in one representational state is connected with the ability to be
in othorc thot oro comontinollu nonrb Wbot pooount of montol ronrogo

But then the question arises: how could the mind be so arranged that the

semantically related representational states.

in some representational states must imply the ability to be in certain other,

tational capacities must be interconnected too; specifically, the ability to bе

to think certain thoughts is interconnected. then the corresnonding renresen-

to tnink certain oiner, any rerated in ts. but you can olmy tmmnk
the thouahts that wour mental representations can express So if the ability

to think some thoughts must be correspondingly connected with the ability
etinolu golotod thouahto Rut uou on onlu thinr

the ability to use certain other, semantically related sentences, then the ability
to express thoughts; so if the ability to use some sentences is connected with

premise that one uses language to express ones thoughts: Sentences are used

as vou'р expect, a bridging argument based on the usual psycholinguistic

Now what about the comnositionality of mental renresentations? There is.

nave const compo
suntactic/semantic structure in sentenceS

they are constituents. So compositionality implies that (some) expressions
itimolitu ofor lonooifioollu preзиррозes(

J.A. Fodor and Z.W. Pylyshyn
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re 3. ossible Connection~t netwo 
ws inferences 

aences from 

dge is meant to exclude cases where inferences of the same logical type nevertheless differ in 
of, for example, the length of their prcmiscs. The infe ce from WVB~CLQVE) and 

) to A is of the same logical type as the inference from A nd -B to A. But it wouldn’t 
be very surprising, or very interesting, if there were minds that could handle the second infcrencc but not the 
first. 
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istorical footnote: Connectionists are Associationists, but not every Associationist ho!& that men?a! 
representations must be unstr,,.,.__. _ n*-*aar~ Yume didn’t, for example. Nume thought that mental representations 
are rather like pictures, anrjl pictures typically have a compositional semantics: the parts of a picture of a horse 
are generally pictures of horse parts. 

On the other hand, allowing a compositional semantics for mental representations doesn’t do an As- 
sociationist much good so long as he is true to this spirit of his Associationism. The virtue of having mental 
reprcseutations with structure is that it allows for structure sensitive operations to be defined over them; 
specifically, it allows for the sort of operations that eventuate in productivity and systematicity. Association 
is not: howevcr~ such an operation; all ir can do is build an internal model of rcdun&utcics in cxpcrience by - 
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- 
altering the probabilities of transitions among mental states. So far as the problems of productivity and 
systematicity are concerned, an Associationist who acknowledges structured representations is in the sition 
of having the can but not the opener. 

ume, in fact, cheated: he allowed himself not just Association but also “Imagination”, which he takes 
to an ‘active’ faculty that can produce new concepts out of old parts by a process of analysis and recombi- 
nation. (The idea o unicorn is pieced together out of the idea of a horse an he idea of a horn, for example.) 

me had, of course, no right to active mental faculties ut allowing imagination in gave 
ume precisely what modern Connectionists don’t have: an answer to the question how mentz.! processes can 

be productive The moral is that if you’ve got structured rcpre-r*-*;n - Jb I.UIIVnJ, the :cmp:ation :o postulate structure 
sensitive operations and an CXCCkitiVC to apyiy tncm is practically irresistible. 
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finding is more easil\r explained by an analogy to the way invisible iak 
fades of its own accord . . .: with invisible ink, the representation itself is 
doing something-there is no separate processor working over it . . . . 

inton, 1986, pp. 3-9). 
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“Even in the case of a conventional computer, whether it should be viewed as executing a serial or a 
parallel algorithm depends on w!tak virtual machine’ is being considered in the case in question_ _After all, a 
VAX cm be used to simulate (i.e,, to implement) a virtual machine with a parallel architecture. In that case 
the relevant algorithm would be a parallel one. 

“There are, in fact, a number of different mechanisms of neural interaction (e.g., the “locai interactions” 
akic, 1975). Moreover, a large number of chemical processes take place at the dendrites, 

covering a wide range of time scales, so even if dendritic transmission were the only relevant mechanism, we 
still wouldn’t know what time scale to use as our estimate 9f ncura’l action in general (sec. for example, Black, 
1986). 



er latical constructs does not buy you damage resistance; only neural distribution docs!

open. (This is, in fact, the view that some Connectionists take; see Smolensky, 1988.) The point is that
dintnilbuid

mechanisms are designed, it may be appropriate to view units and links as functional/mathematical entities
(what psychologists would call "hypothetical constructs") whose neurological interprctation remains entirely

correspond to any anatomically identifiable locations in the brain. In the light of the way Connectionist

are merely functionally individuated, any amount of distribution or functional entities is compatible with any
amount of spatial compactness of their neural representations. But it is not ciear that units do. in fact

in the brain, talk about distributed representation is likely to be extremely misleading. In particular, if units

32Unless the 'units' in a Connectionist network really are assumed to haye different spatially.focused loci

tne old style core memories!

ters made of Connectionist nets. Come to think of it, we already had it in

fancy storage systems like optical ones, or chemical ones, or even with regis-

ters that distribute their contents over physical space. You can get that with

Connectionist networks. In the Classical case all you need are memory regis-

representations is iust as comnatible with Classical architectures as it is with

ver unmts acmeves damage- ance oniy ii in entans

neuralsentations are also neurally distributed 32 However distribution of

distributed over groups of units (at least when "coarse coding
diatrition

is used). But
if it mtoilo u

ible with localization, and it is also true that representations in PDP's are
It is true that a certain kind of damage-resistance appears to be incompat-

level theories.

ter of implementation that it should hardly arise in discussions of cognitive-

example. the "resistance to physical damage" criterion is so obviously a mat-

some of tne otner auvantages cia ires

Classical ones are iust as clearlu aimed at the imnlementation level For

renresentation)

Resistance to noise and nhysical damage land the arqument for distrihuted

ment for a Connectionist architecture.

pomt urb
and of itself either an argument against a Classical architecture or an arel-

as any of a numb recent comnmen muiu-processor
point boro is thot on oraument for a netyork of narallel computers is not in

Hewett's, 1977, Actor system, Hillis, 1985, "Connection Machine", as wel!

als on organizing Classical processors into large parallel networks, see

tation as symbol-processing. (For examples of serious and interesting propos-

Classical in our sense, since they all share the Classical conception of compu-

organizations: that might indeed imply new architectures, but they are all

pronagation) Onerating on symbols can even involye "massively narallel"

are going on in parallel in cognition, a ses imteract witn

sotoslo a theu mou he inuobved in some sort of symbolic constraint

a imtomtit
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le, contrary to

nnectionist models are every bit as graceless in their modes of tailure as
ones boced on Clorgiool oahitoatunon mela

tionist architectures are in principle capable of dealing with it. In fact current

(Nor, to our knowledge, has any argument yet been offered that Connec-
is in principle incapable of dealing with the problem of graceful degradation.

methods" or Laird, Rosenberg and Newel!'s (1986) "universal subgoaling"

no reason to believe that something like Newell's (1969) “hierarchy of weak

1O Wlen a mtea stocK OI metnods LalS appiy. but inis n
princinled limitation of Classical architectures: There is to our knowledge

general unintelligence: They may simply not be smart enough to know what
to do whon limitad otoolr of eotbado feilo to uD s

SO their problems with graceful degradation may be a special case of their
ical models now available are inadequate over a broad spectrum of measures,

approaches to designing intelligent systems. It seems clear that the psycholog-

really is an intrinsic limit of the current class of models or even of current

the other hand. it could he that the failure to iisplay "graceful degradation"

ig upon now ciose  ther ons are to nolding. exactly wnat naр-
pens in these cases may denend on how the rule.system is implemented On

anything at all. As noted above, rules could be activated in some measure
nldim Ct e

the available rules aren't precisely met, the process should simply fail to do
Classical architecture does not require that when the conditions for applying
A similar point can be made about the issue of "graceful degradation".

behavior arises from the interaction of multiple deterministic sources.

reasonable in practice. to assume that anparently yariable or nondeterministic

they need not arise underiying mecnanisms tnat are tnen es ruzzy,
contimnons or random It is not only possible in principle but often avite

erties of overt behavior as continuity, "fuzziness", randomness, etc., is that

An important, though sometimes neglected point about such aggregate prоp-

later-depending say, on which of the parallel streams reaches a goal first.

rules can generate independent parallel effects, which might get sorted out

interactive effects on the outcome. Or, alternatively, each of the activated

none" behaviors since several rules may be activated at once and can bave

tion, of with hoisy inputs or noisy
It should also be noted that rule anplications need not issue in "ali or

action of deterministic rules with real-valued properties of the implementa-

er. The soft or stochastic nature or rule-based processes arises from the inter-

example, use a Bayesian mechanism in their production-system rule-interpret-
deed, this is typically how it is done in practical "expert systems" which, for

functional architecture and depends on continuously varving magnitudes. In-

sing) and tne mpie
sustem in which the decision concerning which rule will fire resides in the

is another example or th p tne ps ncal (or symbol-proces-
nd tho implementotinn levels senarate One can hava a Classical rule

58 J.A. Fodor and Z.W.
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Rumelhart and McClelland elsewhere correctly remark).

"complex machincry" for "interpreting" explicit rules since classical machines do not require explicit rules at
Classical architecture is therefore neural on the Empiricism/Nativism issue fand so is Connoctionirmall

can perfectly well avail himself of the same solution that they endorse. Classical architecture does not require

seem likely that newborns possess strikes us as a bad way to do developmental cognitive psychology. But
Rumelhart and McClelland's argument is doubly heside the noint ginge oClocciaict who chorog  thois msoiudinnd

encoded trom the start in just tne

right way to be of use by the processing mechanisms." (p. 42). A priorizing about what it does and doesn't

inaccessible rules to use in guiding behavior. On our account, we do not need to attribute such complex
machinery If the innate knowledoe ir cimnly tho provirod

orn. It seems to us implausible that the newborn

possesses elaborate symbol systems and the systems for interpreting them required to put these explicit,

'knowledge'. To the extent that stored knowledge is assumed to be in the form of explicit, inaccessible rules
it is hord to coo houu it ooutd

itness or ruies in the Connectionist literature occurs in PDP, Chapter 4, where Rumelhart and McClel-

land argue that PDP models provide "... a rather plausible account of how we can come to have innate

An especially flagrant example of how issues about architecture get confused with issues about the

state transitions is entirely subcomputational (i.e., subsymbolic).

be
rule implicit with respect to their programs, and the mechanism of their

to modify or otherwise examine itself. In such cases, Classical machines can

In fact, the entire program can be hard-wired in cases where it does not need

encoded in the form of an explicit program: some of them must he wired in

mp.
The hasic point is this not all the functions of a Classical comnuter can he

as moot; and every shade of opinion on the issue can be tound in the Classicist

1956.) All other questions of the explicitness of rules are viewed by Classicists

Carroll's observations in "What the Tortoise Said to Achilles";; see Carroll
compliant behavior must be implicit. (The arguments for this parallel Lewis
determined by explicit rules: at least some of the causal determinants of

theorists do agree abont is that it can't he that all behavioral reularities are

expncitness or grammatica rules in Stabler, 1985, and replies; for
philocophiool diconesion coe Cumminc 1082 1 The ono thina thot Clogice

a

the Classicist camp. (See, for relatively recent examples, the discussion of the
100e

if any, rules are explicitly mentally represented have raged for decades within

required to be rule-explicit but-as a matter of fact-arguments over which,

this is simply untrue. Not only is there no reason why Classical models are

claiming that regular behaviors must arise from exnlicitly encoded rules. But

I nis conrusion is just uoibninous in are: it IS UNI-

uercollu oeumed bu Connectionists that Classical models are committed to

tion between Classical and Connectionist architecture.

should not confuse the rule-implicit/rule-explicit distinction with the distinc-
22

as entirely empirical and, in many cases, open. In any case, however, one

mechanisms, are both interesting and tendentious. We regard these matters

divergent and compliant behaviors result from the same cognitive

азлсчological processes are rule.implicit and the corresponding claim that

60 IAFedo ad 2 1 t
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__-I___________._ __ 

in 
ta 

nectionist network by first implcnaent- 
between networks as arc itecturcs and as implemcn- 



‘-9he P esearch Group views s goal as being “to replace the ‘computer metaphor’ as a model of the 
mind with the ‘brain metaphor’ . ..” melhart & McClelland, 1986a, Ch. 6, p. 75). But the issue is not at 
all which metaphor we should adopt; metaphors (whether ‘computer’ or ‘brain’) tend to be a license to take 
one’s claims as something less than serious hypotheses. As ylyshyn (1984a) points out, the claim that the 
mind has the architecture of a Classical computer is not a metaphor but a literal empirical hypothesis. 
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lelland maintain that 

ostulation of diffe 
style” theorizing. 
Connectionism is 
promise a ‘*new theory of the mind” 
empirical question whether the hcuri 
have already commented on our view of the rcccnt histary of this attempt. 
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e features, some of the 

machine even when executing the identical program. 



couldn't be psychology.

reasons for thinking that they might be true are reasons for thinking that they

have fatal limitations The problem with Connectionist models is that all the

nas been the burden of our argument tnat wnen construed as a cognitive
theou rather thon o on implementotion thoou Connootionicm poorg ta

facto a theory at the level of cognition, not at the level of implementation.
the beginning, a theory of the relations among representational states is ipso
to the units (and/or aggregates) that they postulate. And, as we remarked at

the fact that it is intrinsic to these theories to ascribe representational content

theories of cognition. not as theories of implementation. This follows from

ally aC ICI Cica lat lllost

Conбectionist models that have actually heen proposed must be construed as

tionists do want their models to be construed this way, then they
to rodicotbu olter thoir nreotico For it goome uttoru olonr thot most of tho

incompatible with this proposal. The trouble is, however, that if Connec-
tation models, nor do we suppose that any of the arguments we've given are
We have, in short, no objection at all to networks as potential implemen-

fashioned "folk geological" talk about rocks, rivers and mountains!

have invented a "new theory of geology" that will dispense with all that old

le lact tnat inere are genunne, a siy-sta prmicipies or geology
is never in dispute people who build molecular level models do not claim to

others study "the interaction of lower level units like molecules. But since
eomcu ototooblo priroinleg of goolom

since we surely have to do both. Some scientists study geological principles,
tion of lower levels" as opposed to studying processes at the cognitive level
whether one should or shouldn't do cognitive science by studying "the interac-
there seems to be little left to argue about. Clearly it is pointless to ask

from the (putative) architectural principles that Connectionism articulates.

omous levers seems impuen

Rut oncs one admits that there really are coonitive level princinles distinct

the interactions among lower level units, the basic idea tnat there are aurou-
lowet nimmelinit ouooro in th s

claim that one should understand the higher levels "... through the study of
emerge at different levels of organization". Although they then defend the

explicit: Unlike "reductionists," they believe "... that new and useful concepts

nisms such as attention. Later in the same essay, they make their position

annroach nonetheless refer to "PDP imnlementations" of various mecha-

lart aUD ca, p. 11/), wI oVIced tlat Co

tionism sionals a radical denarture from the conyentional symbol processing

dCIllced (10860 117) uho ouinood thot Conncs

60
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Cet article etudie les differences entre modkles connectionistes et m les classiqucs de la structure cognitive. 
nce d’etats mentaux reprbentationnels, 

nt l’existence d’un niveau de representa- 
c’est-&dire d’etats representationnels posskdant une structure 

ensuite differents arguments qui militent en faveur de I’existence 
riCt&. Pertains de ces arguments repent sur la “systematicite” 

e fait que les capacids cognitives exhibent toujours certaines 
r certaines pen&es implique la capacite d’entretenir d’autres 
que. Nous pensons que ces arguments montrent de maniere 

ure de I’esprit/du cerveau n’est pas connectioniste au niveau cognitif. Nous nous 
sme comme une analyse des structures 

elles est realiske I’architecture cognitive 
ement en defense du connectionisme, et 

cette interpretation. 


